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7 

The website ArtofStat.com links to several web-based apps 
that run in any browser. These apps allow students to carry 
out statistical analyses using real data and engage with statis-
tical concepts interactively. The apps can be used to obtain 
graphs and summary statistics for exploratory data analysis, 
fit linear regression models and create residual plots, or visu-
alize statistical distributions such as the normal distribution. 
The apps are especially valuable for teaching and understand 
sampling distributions through simulations. They can further 
guide students through all steps of  inference based on one 
or two sample categorical or quantitative data. Finally, these 
apps can carry out computer intensive inferential methods 
such as the bootstrap or the permutation approach. As the fol-
lowing overview shows, each app is tailored to a specific task.

•	 The Explore Categorical Data and Explore Quantitative 
Data apps provide basic summary statistics and graphs 
(bar graphs, pie charts, histograms, box plots, dot plots), 
both for data from a single sample or for comparing two 
samples. Graphs can be downloaded.

•	 The Times Series app plots a simple time series and can 
add a smooth or linear trend.

•	 The Random Numbers app generates random numbers 
(with or without replacement) and simulates flipping 
(potentially biased) coins.

•	 The Mean vs. Median app allows users to add or delete 
points by clicking in a graph and observing the effect of 
outliers or skew on these two statistics.

•	 The Scatterplots & Correlation and the Explore Lin-
ear Regression apps allow users to add or delete points 
from a scatterplot and observe how the correlation co-
efficient or the regression line are affected. The Guess 
the Correlation app lets users guess the correlation for 

randomly generated data sets. The Fit Linear Regression 
app provides summary statistics, an interactive scatter-
plot, a smooth trend line, the regression line, predictions, 
and a residual analysis. Options include confidence and 
prediction intervals. Users can upload their own data. The 
Multivariate Relationships app explores graphically and 
statistically how the relationship between two quantitative 
variables is affected when adjusting for a third variable.

•	 The Binomial, Normal, t, Chi-Squared, and F Distribution  
apps provide an interactive graph of the distribution and 
how it changes for different parameter values. Each app 
easily finds percentile values and lower, upper, or inter-
val probabilities, clearly marking them on the graph of 
the distribution.

•	 The three Sampling Distribution apps generate sampling 
distributions of the sample proportion or the sample 
mean (for both continuous and discrete populations). 
Sliders for the sample size or population parameters help 
with discovering and exploring the Central Limit Theo-
rem interactively. In addition to the uniform, skewed, 
bell-shaped, or bimodal population distributions, several 
real population data sets (such as the distances traveled 
by all taxis rides in NYC on Dec. 31) are preloaded.

Screenshot from the Explore Categorical Data app

Screenshot from the Linear Regression app

An Introduction to the Web Apps

Screenshot from the Normal Distribution app
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8  An Introduction to the Web Apps

•	 The Inference for a Proportion and the Inference for a 
Mean apps carry out statistical inference. They provide 
graphs and summary statistics from the observed data 
to check assumptions, and they compute margin of er-
rors, confidence intervals, test statistics, and P-values, 
displaying them graphically.

•	 The Explore Coverage app uses simulation to demon-
strate the concept of the confidence coefficient, both for 
confidence intervals for the proportion and for the mean. 
Different sliders for true population parameters, the sam-
ple size, or the confidence coefficient show their effect on 
the coverage and width of confidence intervals. The Errors 
and Power app visually explores and provides Type I and 
Type II errors and power under various settings.

•	 The Bootstrap for One Sample app illustrates the idea 
behind the bootstrap and provides bootstrap percentile 
confidence intervals for the mean, median, or standard 
deviation.

•	 The Compare Two Proportions and Compare Two 
Means apps provide inference based on data from  
two independent or dependent samples. They show 
graphs and summary statistics for data preloaded  
from the textbook or entered by the user and com-
pute confidence intervals or P-values for the difference  
between two proportions or means. All results are 
illustrated graphically. Users can provide their own 
data in a variety of ways, including as summary  
statistics.

•	 The Bootstrap for Two Samples app illustrates how the 
bootstrap distribution is built via resampling and pro-
vides bootstrap percentile confidence intervals for the 
difference in means or medians. The Scatterplots & 
Correlation app provides resampling inference for the 
correlation coefficient. The Permutation Test app illus-
trates and carries out the permutation test comparing 
two groups with a quantitative response.

Screenshot from the Inference for a Population Mean app

Screenshot from the Explore Coverage app

Screenshot from the Compare Two Means app

Screenshot from the Bootstrap for One Sample app

Screenshot from the Sampling Distribution for the Sample Mean app
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  An Introduction to the Web Apps  9

•	 The Chi-Squared Test app provides the chi-squared 
test for independence. Results are illustrated using 
graphs, and users can enter data as contingency tables. 
The corresponding permutation test is available in  
the Permutation Test for Independence (Categ.  
Data) app and for 2 * 2 tables in the Fisher’s Exact  
Test app.

•	 The ANOVA (One-Way) app compares several means 
and provides simultaneous confidence intervals for mul-
tiple comparisons. The Wilcoxon Test and the Kruskal- 
Wallis Test apps for nonparametric statistics provide the 
analogs to the two-sample t test and ANOVA, both for 
independent and dependent samples.

•	 The Multiple Linear Regression app fits linear models  
with several explanatory variables, and the Logistic  
Regression app fits a simple logistic regression model, 
complete with graphical output.

Screenshot from the Bootstrap for Two Samples app

Screenshot from the Chi-Squared Test app

Screenshot from the ANOVA (One-Way) app
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Each of us is impacted daily by information and decisions based on data, in our 
jobs or free time and on topics ranging from health and medicine, the environ-
ment and climate to business, financial or political considerations. In 2020, nev-
er was data and statistical fluency more important than with understanding the 
information associated with the COVID-19 pandemic and the measures taken 
globally to protect against this virus. Fueled by the digital revolution, data is now 
readily available for gaining insights not only into epidemiology but a variety of 
other fields. Many believe that data are the new oil; it is valuable, but only if it 
can be refined and used in context. This book strives to be an essential part of this 
refinement process.

We have each taught introductory statistics for many years, to different audi-
ences, and we have witnessed and welcomed the evolution from the traditional 
formula-driven mathematical statistics course to a concept-driven approach. One 
of our goals in writing this book was to help make the conceptual approach more 
interesting and readily accessible to students. In this new edition, we take it a step 
further. We believe that statistical ideas and concepts come alive and are memo-
rable when students have a chance to interact with them. In addition, those ideas 
stay relevant when students have a chance to use them on real data. That’s why 
we now provide many screenshots, activities and exercises that use our online 
web apps to learn statistics and carry out nearly all the statistical analysis in this 
book. This removes the technological barrier and allows students to replicate our 
analysis and then apply it on their own data. At the end of the course, we want 
students to look back and realize that they learned practical concepts for reason-
ing with data that will serve them not only for their future careers, but in many 
aspects of their lives.

We also want students to come to appreciate that in practice, assumptions are 
not perfectly satisfied, models are not exactly correct, distributions are not ex-
actly normal, and different factors should be considered in conducting a statisti-
cal analysis. The title of our book reflects the experience of statisticians and data 
scientists, who soon realize that statistics is an art as well as a science.

Preface

What’s New in This Edition
Our goal in writing the fifth edition was to improve the student and instructor 
experience and provide a more accessible introduction to statistical thinking and 
practice. We have:

•	 Integrated the online apps from ArtofStat.com into every chapter through 
multiple screenshots and activities, inviting the user to replicate results using 
data from our many examples. These apps can be used live in lectures (and 
together with students) to visualize concepts or carry out analysis. Or, they can 
be recorded for asynchronous online instructions. Students can download (or 
screenshot) results for inclusion in assignments or projects. At the end of each 
chapter, a new section on statistical software describes the functionality of each 
app used in the chapter.

•	 Streamlined Chapter 1, which continues to emphasize the importance of the sta-
tistical investigative process. New in Chapter 1 is an introduction on the oppor-
tunities and challenges with Big Data and Data Science, including a discussion 
of ethical considerations.
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  Preface  11

•	 Written a new (but optional) section on linear transformations in Chapter 2.

•	 Emphasized in Section 3.1 the two descriptive statistics that students are most 
likely to encounter in the news media: differences and ratios of proportions.

•	 Expanded the discussion on multivariate thinking in Section 3.3.

•	 Explicitly stated and discussed the definition of the standard deviation of a dis-
crete random variable in Section 6.1.

•	 Included the simulation of drawing random samples from real population distri-
butions to illustrate the concept of a sampling distribution in Section 7.2.

•	 Significantly expanded the coverage of resampling methods, with a thorough 
discussion of the bootstrap for one- and two-sample problems and for the cor-
relation coefficient. (New Sections 7.3, 8.3, and 10.3.)

•	 Continued emphasis on using interval estimation for inference and less reliance 
on significance testing and incorporated the 2016 American Statistical Associa-
tion’s statement on P-values.

•	 Provided commented R code in a new section on statistical software at the end 
of each chapter which replicates output obtained in featured examples.

•	 Updated or created many new examples and exercises using the most recent 
data available.

Our Approach
In 2005 (and updated in 2016), the American Statistical Association (ASA) en-
dorsed guidelines and recommendations for the introductory statistics course as 
described in the report, “Guidelines for Assessment and Instruction in Statistics 
Education (GAISE) for the College Introductory Course” (www.amstat.org/ 
education/gaise). The report states that the overreaching goal of all introductory 
statistics courses is to produce statistically educated students, which means that 
students should develop statistical literacy and the ability to think statistically. 
The report gives six key recommendations for the college introductory course:

1.	 Teach statistical thinking.
•	 Teach statistics as an investigative process of problem solving and decision 

making.

•	 Give students experience with multivariable thinking.

2.	 Focus on conceptual understanding.

3.	 Integrate real data with a context and purpose.

4.	 Foster active learning.

5.	 Use technology to explore concepts and analyze data.

6.	 Use assessments to improve and evaluate student learning.

We wholeheartedly support these recommendations and our textbook takes 
every opportunity to implement these guidelines.

Ask and Answer Interesting Questions
In presenting concepts and methods, we encourage students to think about the 
data and the appropriate analyses by posing questions. Our approach, learning by 
framing questions, is carried out in various ways, including (1) presenting a struc-
tured approach to examples that separates the question and the analysis from the 
scenario presented, (2) letting the student replicate the analysis with a specific 
app and not worrying about calculations, (3) providing homework exercises that 
encourage students to think and write, and (4) asking questions in the figure cap-
tions that are answered in the Chapter Review.

A01_AGRE8769_05_SE_FM.indd   11 13/06/2022   15:26
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12  Preface

Present Concepts Clearly
Students have told us that this book is more “readable” and interesting than 
other introductory statistics texts because of the wide variety of intriguing 
real data examples and exercises. We have simplified our prose wherever 
possible, without sacrificing any of the accuracy that instructors expect in a 
textbook.

A serious source of confusion for students is the multitude of inference meth-
ods that derive from the many combinations of confidence intervals and tests, 
means and proportions, large sample and small sample, variance known and un-
known, two-sided and one-sided inference, independent and dependent samples, 
and so on. We emphasize the most important cases for practical application of 
inference: large sample, variance unknown, two-sided inference, and independent 
samples. The many other cases are also covered (except for known variances), but 
more briefly, with the exercises focusing mainly on the way inference is commonly 
conducted in practice. We present the traditional probability distribution–based 
inference but now also include inference using simulation through bootstrapping 
and permutation tests.

Connect Statistics to the Real World
We believe it’s important for students to be comfortable with analyzing a bal-
ance of both quantitative and categorical data so students can work with the 
data they most often see in the world around them. Every day in the media, 
we see and hear percentages and rates used to summarize results of opinion 
polls, outcomes of medical studies, and economic reports. As a result, we have 
increased the attention paid to the analysis of proportions. For example, we use 
contingency tables early in the text to illustrate the concept of association be-
tween two categorical variables and to show the potential influence of a lurking 
variable.

Organization of the Book
The statistical investigative process has the following components: (1) asking a 
statistical question; (2) obtaining appropriate data; (3) analyzing the data; and  
(4) interpreting the data and making conclusions to answer the statistical ques-
tions. With this in mind, the book is organized into four parts.

Part 1 focuses on gathering, exploring and describing data and interpreting 
the statistics they produce. This equates to components 1, 2, and 3, when the data 
is analyzed descriptively (both for one variable and the association between two 
variables).

Part 2 covers probability, probability distributions, and sampling distributions. 
This equates to component 3, when the student learns the underlying probability 
necessary to make the step from analyzing the data descriptively to analyzing the 
data inferentially (for example, understanding sampling distributions to develop 
the concept of a margin of error and a P-value).

Part 3 covers inferential statistics. This equates to components 3 and 4 of the 
statistical investigative process. The students learn how to form confidence inter-
vals and conduct significance tests and then make appropriate conclusions an-
swering the statistical question of interest.

Part 4 introduces statistical modeling. This part cycles through all 4 compo-
nents. The chapters are written in such a way that instructors can teach out of 
order. For example, after Chapter 1, an instructor could easily teach Chapter 4, 
Chapter  2, and Chapter 3. Alternatively, an instructor may teach Chapters 5, 6, 
and 7 after Chapters 1 and 4.
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  Preface  13

Features of the Fifth Edition
Promoting Student Learning
To motivate students to think about the material, ask appropriate questions, and 
develop good problem-solving skills, we have created special features that distin-
guish this text.

Chapter End Summaries

Each chapter ends with a high-level summary of the material studied, a review 
of new notation, learning objectives, and a section on the use of the apps or the 
software program R.

Student Support

To draw students to important material we highlight key definitions, and provide 
summaries in blue boxes throughout the book. In addition, we have four types of 
margin notes:

•	 In Words: This feature explains, in plain language, the definitions and symbolic 
notation found in the body of the text (which, for technical accuracy, must be 
more formal).

•	 Caution: These margin boxes alert students to areas to which they need to pay 
special attention, particularly where they are prone to make mistakes or incor-
rect assumptions.

•	 Recall: As the student progresses through the book, concepts are presented that 
depend on information learned in previous chapters. The Recall margin boxes 
direct the reader back to a previous presentation in the text to review and rein-
force concepts and methods already covered.

•	 Did You Know: These margin boxes provide information that helps with the 
contextual understanding of the statistical question under consideration or pro-
vides additional information.

Graphical Approach

Because many students are visual learners, we have taken extra care to make our 
figures informative. We’ve annotated many of the figures with labels that clearly 
identify the noteworthy aspects of the illustration. Further, many figure captions 
include a question (answered in the Chapter Review) designed to challenge the 
student to interpret and think about the information being communicated by the 
graphic. The graphics also feature a pedagogical use of color to help students 
recognize patterns and distinguish between statistics and parameters. The use of 
color is explained in the very front of the book for easy reference.

Hands-On Activities and Simulations

Each chapter contains activities that allow students to become familiar with a 
number of statistical methodologies and tools. The instructor can elect to carry 
out the activities in class, outside of class, or a combination of both. These hands-
on activities and simulations encourage students to learn by doing.

Statistics: In Practice

We realize that there is a difference between proper academic statistics and what 
is actually done in practice. Data analysis in practice is an art as well as a science. 
Although statistical theory has foundations based on precise assumptions and 

In Words
To find the 95% confidence 
interval, you take the sample 
proportion and add and subtract 
1.96 standard errors.

Recall
From Section 8.2, for using a confidence 
interval to estimate a proportion p, the 
standard error of a sample proportion 
pn is B pn 11 - pn 2

n
.  b

m (Population mean)

Sampling distribution of x– 
(describes where the sample
mean x– is likely to fall when
sampling from this population)

Population distribution
(describes where
observations are likely
to fall)
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14  Preface

conditions, in practice the real world is not so simple. In Practice boxes and text 
references alert students to the way statisticians actually analyze data in practice. 
These comments are based on our extensive consulting experience and research 
and by observing what well-trained statisticians do in practice.

Examples and Exercises
Innovative Example Format

Recognizing that the worked examples are the major vehicle for engaging and 
teaching students, we have developed a unique structure to help students learn 
by relying on five components:

•	 Picture the Scenario presents background information so students can visualize 
the situation. This step places the data to be investigated in context and often 
provides a link to previous examples.

•	 Questions to Explore reference the information from the scenario and pose 
questions to help students focus on what is to be learned from the example and 
what types of questions are useful to ask about the data.

•	 Think It Through is the heart of each example. Here, the questions posed are 
investigated and answered using appropriate statistical methods. Each solution 
is clearly matched to the question so students can easily find the response to 
each Question to Explore.

•	 Insight clarifies the central ideas investigated in the example and places them in 
a broader context that often states the conclusions in less technical terms. Many 
of the Insights also provide connections between seemingly disparate topics in 
the text by referring to concepts learned previously and/or foreshadowing tech-
niques and ideas to come.

•	 Try Exercise: Each example concludes by directing students to an end-of- 
section exercise that allows immediate practice of the concept or technique  
within the example.

Concept tags are included with each example so that students can easily identify 
the concept covered in the example.

App integration allows instructors to focus on the data and the results instead of 
on the computations. Many of our Examples show screenshots and their output is 
easily reproduced, live in class or later by students on their own.

Relevant and Engaging Exercises

The text contains a strong emphasis on real data in both the examples and exercises. 
We have updated the exercise sets in the fifth edition to ensure that students have 
ample opportunity (with more than 100 exercises in almost every chapter) to practice 
techniques and apply the concepts. We show how statistics addresses a wide array of 
applications, including opinion polls, market research, the environment, and health 
and human behavior. Because we believe that most students benefit more from fo-
cusing on the underlying concepts and interpretations of data analyses than from 
the actual calculations, many exercises can be carried out using one of our web apps.

We have exercises in two places:

•	 At the end of each section. These exercises provide immediate reinforcement 
and are drawn from concepts within the section.

•	 At the end of each chapter. This more comprehensive set of exercises draws 
from all concepts across all sections within the chapter. There, you will also 
find multiple-choice and True/False-type exercises and those covering more  
advanced material.

Each exercise has a descriptive label. Exercises for which an app can be used are 
indicated with the APP  icon. Exercises that use data from the General Social 

TRY

APP

Residuals b
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Survey are indicated by a GSS  icon. Larger data sets used in examples and exer-
cises are referenced in the text, listed in the back endpapers, and made available 
for download on the book’s website ArtofStat.com.

Technology Integration
Web Apps

Screenshots of web apps are shown throughout the text. An overview of the apps 
is available on pages vii–ix. At the end of each chapter, in the Statistical Software 
section, the functionality of each app used in the chapter is described in detail.  
A list of apps by chapter appears on the second to last last page of this book.

R

We now provide R code in the end of chapter section on statistical software. Every 
R function used is explained and illustrated with output. In addition, annotated R 
scripts can be found on ArtofStat.com under “R Code.” While only base R functions 
are used in the book, the scripts available online use functions from the tidyverse.

Data Sets

We use a wealth of real data sets throughout the textbook. These data sets are 
available for download at ArtofStat.com. The same data set is often used in several 
chapters, helping reinforce the four components of the statistical investigative 
process and allowing the students to see the big picture of statistical reasoning. 
Many data sets are also preloaded and accessible from within the apps.

StatCrunch®

StatCrunch® is powerful web-based statistical software that allows users to per-
form complex analyses, share data sets, and generate compelling reports of their 
data. The vibrant online community offers more than 40,000 data sets for instruc-
tors to use and students to analyze.

•	 Collect. Users can upload their own data to StatCrunch or search a large library 
of publicly shared data sets, spanning almost any topic of interest. Also, an on-
line survey tool allows users to collect data quickly through web-based surveys.

•	 Crunch. A full range of numerical and graphical methods allows users to analyze 
and gain insights from any data set. Interactive graphics help users understand 
statistical concepts and are available for export to enrich reports with visual rep-
resentations of data.

•	 Communicate. Reporting options help users create a wide variety of visually 
appealing representations of their data.

Full access to StatCrunch is available with MyLab Statistics, and StatCrunch 
is available by itself to qualified adopters. For more information, visit www 
.statcrunch.com or contact your Pearson representative.

An Invitation Rather Than a Conclusion
We hope that students using this textbook will gain a lasting appreciation for the 
vital role that statistics plays in presenting and analyzing data and informing deci-
sions. Our major goals for this textbook are that students learn how to:

•	 Recognize that we are surrounded by data and the importance of becoming statis-
tically literate to interpret these data and make informed decisions based on data.

•	 Become critical readers of studies summarized in mass media and of research 
papers that quote statistical results.
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•	 Produce data that can provide answers to properly posed questions.
•	 Appreciate how probability helps us understand randomness in our lives and 

grasp the crucial concept of a sampling distribution and how it relates to infer-
ence methods.

•	 Choose appropriate descriptive and inferential methods for examining and ana-
lyzing data and drawing conclusions.

•	 Communicate the conclusions of statistical analyses clearly and effectively.
•	 Understand the limitations of most research, either because it was based on 

an observational study rather than a randomized experiment or survey or be-
cause a certain lurking variable was not measured that could have explained 
the observed associations.
We are excited about sharing the insights that we have learned from our expe-

rience as teachers and from our students through this book. Many students still 
enter statistics classes on the first day with dread because of its reputation as a 
dry, sometimes difficult, course. It is our goal to inspire a classroom environment 
that is filled with creativity, openness, realistic applications, and learning that stu-
dents find inviting and rewarding. We hope that this textbook will help the in-
structor and the students experience a rewarding introductory course in statistics.
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pearson.com/mylab/statistics

Get the most out of  

MyLab Statistics

Technology Tutorials  
and Study Cards
Technology tutorials provide brief video 
walkthroughs and step-by-step instruc-
tional study cards on common statistical 
procedures for MINITAB®, Excel®, and the 
TI family of graphing calculators.

MyLab Statistics is available to accompany Pearson’s market leading text offerings. 
To give students a consistent tone, voice, and teaching method, each text’s flavor and 
approach is tightly integrated throughout the accompanying MyLab Statistics course, 
making learning the material as seamless as possible.

MyLab Statistics Online Course for Statistics: The Art and Science of 
Learning from Data by Agresti, Franklin, and Klingenberg 

(access code required)

Example-Level Resources
Students looking for additional 
support can use the example-based 
videos to help solve problems, 
provide reinforcement on topics 
and concepts learned in class, and 
support their learning.
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Instructor Resources
Additional resources can be downloaded 
from www.pearson.com.
Online Resources  Students and instructors have 
a full library of resources, including apps devel-
oped for in-text activities, data sets and instructor- 
to-instructor videos. Available through MyLab 
Statistics and at the Pearson Global Editions site, 
https://media.pearsoncmg.com/intl/ge/abp/
resources/index.html.

Updated! Instructor to Instructor Videos  provide 
an opportunity for adjuncts, part-timers, TAs, 
or other instructors who are new to teaching 
from this text or have limited class prep time to 
learn about the book’s approach and coverage 
from the authors. The videos focus on those 
topics that have proven to be most challenging 
to students and offer suggestions, pointers, and 
ideas about how to present these topics and 
concepts effectively based on many years of 
teaching introductory statistics. The videos also 
provide insights on how to help students use 
the textbook in the most effective way to realize 
success in the course. The videos are available 
for download from Pearson’s online catalog at 
www.pearson.com and through MyLab Statistics.

Instructor’s Solutions Manual, by James Lapp, 
contains fully worked solutions to every text-
book exercise. 

PowerPoint Lecture Slides are fully editable and 
printable slides that follow the textbook. These 
slides can be used during lectures or posted to a 

website in an online course. Fully accessible ver-
sions are also available. 

TestGen® (www.pearson.com/testgen) enables 
instructors to build, edit, print, and administer 
tests using a computerized bank of questions 
developed to cover all the objectives of the 
text. TestGen is algorithmically based, allowing 
instructors to create multiple but equivalent 
versions of the same question or test with the 
click of a button. Instructors can also modify test 
bank questions or add new questions. 

The Online Test Bank is a test bank derived 
from TestGen®. It includes multiple choice and 
short answer questions for each section of the 
text, along with the answer keys. 

Student Resources
Additional resources to help student success.
Online Resources Students and instructors 
have a full library of resources, including apps 
developed for in-text activities and data sets 
(Available through MyLab Statistics and the 
Pearson Global Editions site, https://media.
pearsoncmg.com/intl/ge/abp/resources/index.
html).

Study Cards for Statistics Software This series 
of study cards, available for Excel®, MINITAB®, 
JMP®, SPSS®, R®, StatCrunch®, and the TI fam-
ily of graphing calculators provides students 
with easy, step-by-step guides to the most 
common statistics software. These study cards 
are available through MyLab Statistics.

Resources for

Success
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Chapter 1 
Statistics: The Art and Science  
of Learning From Data

Chapter 2 
Exploring Data With Graphs 
and Numerical Summaries

Chapter 3 
Exploring Relationships  
Between Two Variables

Chapter 4 
Gathering Data

PART 

Gathering and 
Exploring Data 1 
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CHAPTER 

How Statistics Helps 
Us Learn About the 
World
Picture the Scenario

In this book, you will explore a wide 
variety of everyday scenarios. For 
example, you will evaluate media 
reports about opinion surveys, med-
ical research studies, the state of the 
economy, and environmental issues. 
You’ll face financial decisions, such 
as choosing between an investment 
with a sure return and one that could 
make you more money but could 
possibly cost you your entire invest-
ment. You’ll learn how to analyze the 
available information to answer nec-
essary questions in such scenarios. 
One purpose of this book is to show 
you why an understanding of statis-
tics is essential for making good deci-
sions in an uncertain world.

Questions to Explore

This book will show you how to col-
lect appropriate information and how 
to apply statistical methods so you 
can better evaluate that information 

and answer the questions posed. 
Here are some examples of questions 
we’ll investigate in coming chapters:

jj How can you evaluate evidence 
about global warming?

jj Are cell phones dangerous to 
your health?

jj What’s the chance your tax re-
turn will be audited?

jj How likely are you to win the 
lottery?

jj Is there bias against women in 
appointing managers?

jj What “hot streaks” should you 
expect in basketball?

jj How successful is the flu vaccine 
in preventing the flu?

jj How can you predict the selling 
price of a house?

Thinking Ahead

Each chapter uses questions like 
these to introduce a topic and then in-
troduces tools for making sense of the 
available information. We’ll see that 
statistics is the art and science of de-
signing studies and analyzing the in-
formation that those studies produce.

1.1	 Using Data to 
Answer Statistical 
Questions

1.2	 Sample Versus 
Population

1.3	 Organizing Data, 
Statistical Software, 
and the New Field 
of Data Science

1 

Example 1 

Statistics: The Art 
and Science of Learning 
From Data
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In the business world, managers use statistics to analyze results of marketing 
studies about new products, to help predict sales, and to measure employee per-
formance. In public policy discussions, statistics is used to support or discredit 
proposed measures, such as gun control or limits on carbon emissions. Medical 
studies use statistics to evaluate whether new ways to treat a disease are better 
than existing ones. In fact, most professional occupations today rely heavily on 
statistical methods. In a competitive job market, understanding how to reason 
statistically provides an important advantage. New jobs, such as data scientist, 
are created to process the amount of information generated in a digital and con-
nected world and have statistical thinking as one of their core components.

But it’s important to understand statistics even if you will never use it in your 
job. Understanding statistics can help you make better choices. Why? Because 
every day you are bombarded with statistical information from news reports, 
advertisements, political campaigns, surveys, or even the health app on your 
smartphone. How do you know how to process and evaluate all the informa-
tion? An understanding of the statistical reasoning—and, in some cases, statis-
tical misconceptions—underlying these pronouncements will help. For instance, 
this book will enable you to evaluate claims about medical research studies more 
effectively so that you know when you should be skeptical. For example, does 
taking an aspirin daily truly lessen the chance of having a heart attack?

We realize that you are probably not reading this book in the hope of 
becoming a statistician. (That’s too bad, because there’s a severe shortage of 
statisticians and data scientists—more jobs than trained people. And with the 
ever-increasing ways in which statistics is being applied, it’s an exciting time to 
work in these fields.) You may even suffer from math phobia. Please be assured 
that to learn the main concepts of statistics, logical thinking and perseverance 
are more important than high-powered math skills. Don’t be frustrated if learn-
ing comes slowly and you need to read about a topic a few times before it starts 
to make sense. Just as you would not expect to sit through a single foreign lan-
guage class session and be able to speak that language fluently, the same is true 
with the language of statistics. It takes time and practice. But we promise that 
your hard work will be rewarded. Once you have completed even part of this 
book, you will understand much better how to make sense of statistical informa-
tion and, hence, the world around you.

1.1  Using Data to Answer Statistical Questions
Does a low-carbohydrate diet result in significant weight loss? Are people 
more likely to stop at a Starbucks if they’ve seen a recent Starbucks TV com-
mercial? Information gathering is at the heart of investigating answers to such 
questions. The information we gather with experiments and surveys is collec-
tively called data.

For instance, consider an experiment designed to evaluate the effectiveness 
of a low-carbohydrate diet. The data might consist of the following measure-
ments for the people participating in the study: weight at the beginning of the 
study, weight at the end of the study, number of calories of food eaten per day, 
carbohydrate intake per day, body mass index (BMI) at the start of the study, 
and gender. A marketing survey about the effectiveness of a TV ad for Starbucks 
could collect data on the percentage of people who went to a Starbucks since the 
ad aired and analyze how it compares for those who saw the ad and those who 
did not see it.

Today, massive amounts of data are collected automatically, for instance, 
through smartphone apps. These often personal data are used to answer statisti-
cal questions about consumer behavior, such as who is more likely to buy which 
product or which type of applicant is least likely to pay back a consumer loan.
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Defining Statistics
You already have a sense of what the word statistics means. You hear statistics 
quoted about sports events (number of points scored by each player on a basket-
ball team), statistics about the economy (median income, unemployment rate), 
and statistics about opinions, beliefs, and behaviors (percentage of students who 
indulge in binge drinking). In this sense, a statistic is merely a number calculated 
from data. But statistics as a field is a way of thinking about data and quantifying 
uncertainty, not a maze of numbers and messy formulas.

Statistics
Statistics is the art and science of collecting, presenting, and analyzing data to answer an 
investigative question. Its ultimate goal is translating data into knowledge and an understand-
ing of the world around us. In short, statistics is the art and science of learning from data.

The statistical investigative process involves four components: (1) formulate a 
statistical question, (2) collect data, (3) analyze data, and (4) interpret and com-
municate results. The following scenarios ask questions that we’ll learn how to 
answer using such a process.

Scenario 1: Predicting an Election Using an Exit Poll  In elections, television 
networks often declare the winner well before all the votes have been counted. 
They do this using exit polling, interviewing voters after they leave the voting 
booth. Using an exit poll, a network can often predict the winner after learning 
how several thousand people voted, out of possibly millions of voters.

The 2010 California gubernatorial race pitted Democratic candidate Jerry 
Brown against Republican candidate Meg Whitman. A TV exit poll used to 
project the outcome reported that 53.1% of a sample of 3,889 voters said they 
had voted for Jerry Brown. Was this sufficient evidence to project Brown as the 
winner, even though information was available from such a small portion of the 
more than 9.5 million voters in California? We’ll learn how to answer that ques-
tion in this book.

Scenario 2: Making Conclusions in Medical Research Studies  Statistical 
reasoning is at the foundation of the analyses conducted in most medical research 
studies. Let’s consider three examples of how statistics can be relevant.

Heart disease is the most common cause of death in industrialized nations. In 
the United States and Canada, nearly 30% of deaths yearly are due to heart dis-
ease, mainly heart attacks. Does regular aspirin intake reduce deaths from heart 
attacks? Harvard Medical School conducted a landmark study to investigate. The 
people participating in the study regularly took either an aspirin or a placebo (a 
pill with no active ingredient). Of those who took aspirin, 0.9% had heart attacks 
during the study. Of those who took the placebo, 1.7% had heart attacks, nearly 
twice as many.

Can you conclude that it’s beneficial for people to take aspirin regularly? Or, 
could the observed difference be explained by how it was decided which people 
would receive aspirin and which would receive the placebo? For instance, might 
those who took aspirin have had better results merely because they were health-
ier, on average, than those who took the placebo? Or, did those taking aspirin have 
a better diet or exercise more regularly, on average?

For years there has been controversy about whether regular intake of large 
doses of vitamin C is beneficial. Some studies have suggested that it is. But some 
scientists have criticized those studies’ designs, claiming that the subsequent sta-
tistical analysis was meaningless. How do we know when we can trust the statisti-
cal results in a medical study that is reported in the media?
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Suppose you wanted to investigate whether, as some have suggested, heavy 
use of cell phones makes you more likely to get brain cancer. You could pick half 
the students from your school and tell them to use a cell phone each day for the 
next 50 years and tell the other half never to use a cell phone. Fifty years from 
now you could see whether more users than nonusers of cell phones got brain 
cancer. Obviously it would be impractical and unethical to carry out such a study. 
And who wants to wait 50 years to get the answer? Years ago, a British statisti-
cian figured out how to study whether a particular type of behavior has an effect 
on cancer, using already available data. He did this to answer a then controversial 
question: Does smoking cause lung cancer? How did he do this?

This book will show you how to answer questions like these. You’ll learn when 
you can trust the results from studies reported in the media and when you should 
be skeptical.

Scenario 3: Using a Survey to Investigate People’s Beliefs  How similar 
are your opinions and lifestyle to those of others? It’s easy to find out. Every 
other year, the National Opinion Research Center at the University of Chicago 
conducts the General Social Survey (GSS). This survey of a few thousand adult 
Americans provides data about the opinions and behaviors of the American pub-
lic. You can use it to investigate how adult Americans answer a wide diversity of 
questions, such as, “Do you believe in life after death?” “Would you be willing 
to pay higher prices in order to protect the environment?” “How much TV do 
you watch per day?” and “How many sexual partners have you had in the past 
year?” Similar surveys occur in other countries, such as the Eurobarometer sur-
vey within the European Union. We’ll use data from such surveys to illustrate the 
proper application of statistical methods.

Reasons for Using Statistical Methods
The scenarios just presented illustrate the three main components for answering 
a statistical investigative question:

jj Design:  Stating the goal and/or statistical question of interest and planning 
how to obtain data that will address them

jj Description:  Summarizing and analyzing the data that are obtained
jj Inference:  Making decisions and predictions based on the data for answering 

the statistical question

Design refers to planning how to obtain data that will efficiently shed light 
on the statistical question of interest. How could you conduct an experiment to 
determine reliably whether regular large doses of vitamin C are beneficial? In 
marketing, how do you select the people to survey so you’ll get data that provide 
good predictions about future sales? Are there already available (public) data 
that you can use for your analysis, and what is the quality of the data?

Description refers to exploring and summarizing patterns in the data. Files of 
raw data are often huge. For example, over time the GSS has collected data about 
hundreds of characteristics on many thousands of people. Such raw data are not 
easy to assess—we simply get bogged down in numbers. It is more informative to 
use a few numbers or a graph to summarize the data, such as an average amount 
of TV watched or a graph displaying how the number of hours of TV watched per 
day relates to the number of hours per week exercising.

Inference refers to making decisions or predictions based on the data. Usually 
the decision or prediction applies to a larger group of people, not merely those 
in the study. For instance, in the exit poll described in Scenario 1, of 3,889 voters 
sampled, 53.1% said they voted for Jerry Brown. Using these data, we can predict 
(infer) that a majority of the 9.5 million voters voted for him. Stating the percent-
ages for the sample of 3,889 voters is description, whereas predicting the outcome 
for all 9.5 million voters is inference.

In Words
The verb infer means to arrive at a 
decision or prediction by reasoning 
from known evidence. Statistical 
inference does this using data as 
evidence.
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cc Activity 1

Statistical description and inference are complementary ways of analyzing 
data. Statistical description provides useful summaries and helps you find pat-
terns in the data; inference helps you make predictions and decide whether ob-
served patterns are meaningful. You can use both to investigate questions that 
are important to society. For instance, “Has there been global warming over the 
past decade?” “Is having the death penalty available for punishment associated 
with a reduction in violent crime?” “Does student performance in school de-
pend on the amount of money spent per student, the size of the classes, or the 
teachers’ salaries?”

Long before we analyze data, we need to give careful thought to posing the 
questions to be answered by that analysis. The nature of these questions has an 
impact on all stages—design, description, and inference. For example, in an exit 
poll, do we just want to predict which candidate won, or do we want to investigate 
why by analyzing how voters’ opinions about certain issues related to how they 
voted? We’ll learn how questions such as these and the ones posed in the previ-
ous paragraph can be phrased in terms of statistical summaries (such as percent-
ages and means) so that we can use data to investigate their answers.

Finally, a topic that we have not mentioned yet but that is fundamental for sta-
tistical reasoning is probability, which is a framework for quantifying how likely 
various possible outcomes are. We’ll study probability because it will help us an-
swer questions such as, “If Brown were actually going to lose the election (that is, 
if he were supported by less than half of all voters), what’s the chance that an exit 
poll of 3,889 voters would show support by 53.1% of the voters?” If the chance 
were extremely small, we’d feel comfortable making the inference that his reelec-
tion was supported by the majority of all 9.5 million voters.

Press the Run the Table button on the bottom, and a new 
browser window will open that shows the frequencies (e.g., 145 and 
349) and, in bold, the percentages (e.g., 9.3 and 22.4) of people who 
made each of the possible responses. (See the screenshot on the 
next page, which displays the top and bottom of the table.)

A statistical analysis question we can ask is, “What is the 
most common response?” From the bottom of the table we see 
that a total of 1,555 persons answered the question, of which 
376 or, as shown, 24.2% (= 100 * (376/1,555)) watched two 

Using Data Available Online 
to Answer Statistical Questions
Did you ever wonder about how much time people spend 
watching TV? We could use the survey question “On the 
average day, about how many hours do you personally watch 
television?” from the General Social Survey (GSS) to investigate 
this statistical question. Data from the GSS are accessible online 
via http://sda.berkeley.edu. Click on Archive (the second box in 
the top row) and then scroll down and click on the link labeled 
“General Social Survey (GSS) Cumulative Datafile 1972–2018.” 
You can also access this site directly and more easily via the link 
provided on the book’s website www.ArtofStat.com. (You may 
want to bookmark this link, as many activities in this book use 
data from the GSS.) 

As shown in the screenshot,

jj Enter TVHOURS in the field labeled Row. TVHOURS is 
the name the GSS uses for identifying the responses to the 
TV question.

jj Enter YEAR(2018) in the Selection Filter field. This will select 
only the data for the 2018 GSS, not data from earlier (or later) 
iterations of the GSS, when this question was also included.

jj Change the Weight to No Weight. This will specify that we 
see the actual frequency for each of the possible responses 
to the survey question and not some numbers adjusting for 
the way the survey was taken.
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hours of TV. This is the most common response. What is the 
second most common response? What percent of respondents 
watched zero hours of TV?

Another survey question asked by the GSS is, “Taken 
all together, would you say that you are very happy, pretty 
happy, or not too happy?” The GSS name for this question 

You can use the GSS to investigate statistical questions 
such as what kinds of people are more likely to be very happy. 
Those who have high incomes (GSS variable INCOME16) or 
are in good health (GSS variable HEALTH)? Are those who 
watch less TV more likely to be happy? We’ll explore how 
to investigate and answer these statistical questions using the 
statistical problem solving process throughout this book.

Try Exercises 1.3 and 1.5  b

1.1	 Aspirin, the wonder drug  An analysis by Professor Peter 
M Rothwell and his colleagues (Nuffield Department of 
Clinical Neuroscience, University of Oxford, UK) published 
in 2012 in the medical journal The Lancet (http://www.
thelancet.com) assessed the effects of daily aspirin intake 
on cancer mortality. They looked at individual patient data 
from 51 randomized trials (77,000 participants) of daily in-
take of aspirin versus no aspirin or other anti-platelet agents. 
According to the authors, aspirin reduced the incidence of 
cancer, with maximum benefit seen when the scheduled du-
ration of trial treatment was five years or more and resulted 
in a relative reduction in cancer deaths of about 15% (562 
cancer deaths in the aspirin group versus 664 cancer deaths 
in the control group). Specify the aspect of this study that 
pertains to (a) design, (b) description, and (c) inference.

1.2 	 Poverty and age  The Current Population Survey (CPS) 
is a survey conducted by the U.S. Census Bureau for the 
Bureau of Labor Statistics. It provides a comprehensive 
body of data on the labor force, unemployment, wealth, 
poverty, and so on. The data can be found online at www.
census.gov/cps/. The 2014 CPS ASEC (Annual Social and 
Economic Supplement) had redesigned questions for in-
come that were implemented to a sample of approximately 
30,000 addresses that were eligible to receive these. The 
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report indicated that 21.1% of children under 18 years, 
13.5% of people between 18 to 64 years, and 10.0% of 
people 65 years and older were below the poverty line. 
Based on these results, the report concluded that the 
percentage of all people between the ages of 18 and 64 in 
poverty lies between 13.2% and 13.8%. Specify the aspect 
of this study that pertains to (a) description and  
(b) inference.

1.3 	 GSS and heaven  Go to the General Social Survey web-
site, http://sda.berkeley.edu, press Archive, scroll down a 
bit and then select the “General Social Survey (GSS) 
Cumulative Datafile 1972–2018”, or whichever appears 
as the top (most recent) one. Alternatively, go there 
directly via the link provided on the book’s website, 
www.ArtofStat.com (see Activity 1). Enter the variable 
HEAVEN as the row variable; leave all other fields blank, 
but be certain to select No Weight for the Weight field. 
HEAVEN refers to the GSS question, “Do you believe 
in heaven?”
a.	 Overall, how many people gave a valid response to the 

question whether they believe in heaven?
b.	 What percent of respondents said yes, definitely; yes, 

probably; no, probably not; and no, definitely not? 
(You can compute these percentages from the numbers 

TRY

is HAPPY. Return to the initial table but now enter HAPPY 
instead of TVHOURS as the row variable. Keep YEAR(2018) 
for the selection filter (if you leave this field blank, you get the 
cumulative data for all years for which this question was included 
in the GSS) and No Weight for the Weight box. Press Run the 
Table to replicate the screenshot shown below, which tells us  
that 29.9% (= 100 * (701/2,344)) of the 2,344 respondents to 
this question in 2018 said that they are very happy.

GSS
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given in each category and the total shown in the last 
row of the frequency table, or just read them off from 
the percentages given in bold.)

c.	 The questions in parts a and b refer to the cumulative 
data over all the years the GSS included this question 
(which was in 1991, 1998, 2008, and 2018). To get the 
percentages for each year separately, enter HEAVEN 
in the row variable and YEAR in the column variable. 
Press Run the Table (keeping Weight as No Weight). 
What is the proportion of respondents that answered 
yes, definitely in 2018? How does it compare to the 
proportion 10 years earlier?

1.4 	 GSS and heaven and hell  Refer to the previous exercise, 
but now type HELL into the row variable box to obtain 
data on the question, “Do you believe in hell?” Keep all 
other fields blank and select No Weight.
a.	 What percent of respondents said yes, definitely; yes, 

probably; no, probably not; and no, definitely not for 
the belief in hell question?

b.	 To get data for this question for each year separately, 
type YEAR into the column variable field. Find the 
percentage of respondents who said yes, definitely to the 
hell question in 2018. How does this compare to the pro-
portion of respondents in 2018 who believe in heaven?

1.5 	 GSS and work hours  Go to the General Social Survey 
website, http://sda.berkeley.edu, press Archive, scroll 
down a bit and then select the “General Social Survey 
(GSS) Cumulative Datafile 1972–2018”, or whichever ap-
pears as the top (most recent) one. Alternatively, go there 
directly via the link provided on the book’s website,  
www.ArtofStat.com (see Activity 1). Enter the variable 
USUALHRS as the row variable, type YEAR(2016) in 
the selection filter, and choose No Weight for the Weight 
field. USUALHRS refers to the question, “How many 
hours per week do you usually work?”
a.	 Overall, how many people responded to this question?
b.	 What was the most common response, and what per-

centage of people selected it?

TRY

1.2  Sample Versus Population
We’ve seen that statistics consists of methods for designing investigative studies, 
describing (summarizing) data obtained for those studies, and making inferences 
(decisions and predictions) based on those data to answer a statistical question 
of interest.

We Observe Samples but Are Interested  
in Populations
The entities that we measure in a study are called the subjects. Usually subjects 
are people, such as the individuals interviewed in a General Social Survey (GSS). 
But they need not be. For instance, subjects could be schools, countries, or days. 
We might measure characteristics such as the following:

jj For each school: the per-student expenditure, the average class size, the aver-
age score of students on an achievement test

jj For each country: the percentage of residents living in poverty, the birth rate, 
the percentage unemployed, the percentage who are computer literate

jj For each day in an Internet café: the amount spent on coffee, the amount 
spent on food, the amount spent on Internet access

The population is the set of all the subjects of interest. In practice, we usually 
have data for only some of the subjects who belong to that population. These 
subjects are called a sample.

Sample

Population

Population and Sample
The population is the total set of subjects in which we are interested. A sample is the 
subset of the population for whom we have (or plan to have) data, often randomly selected.

In the 2018 GSS, the sample consisted of the 2,348 people who participated in 
this survey. The population was the set of all adult Americans at that time—about 
240 million people.

GSS

GSS
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